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Abstract: Unmanned aerial vehicles (UAVs) are being used in many military and civil applications while their use along wireless sensors is emerging abruptly as it upgrades the network in terms of reliability, lifetime, and connectivity. The system performance and throughput can be further enhanced if the UAVs in use are capable to locate ground sensor nodes as a means to address them smartly. In typically localization, the direction of arrival of incoming signals from a target node is measured by using a uniformed linear array (ULA) of antennas having signal processing capabilities. However, adding numerous antennas (transmitter receivers set) on a UAV is an extra burden which ultimately affects its speed, flight time, agility and payload capacity. Considering the issue, a typical ULA antenna system is modeled by using virtual phased array (VPA) antenna. In the proposed system, a single antenna installed on a moving UAV will achieve the desire results. The well-known multiple signal classification algorithm is modified to adapt this virtual antenna system. Four extra modules including calibrator, virtual antenna, rectifier and adjustment are added in classical MUSIC algorithm to make it enable to work with single antenna. The proposed system mitigates the existing challenges of physical ULA and improves system throughput. Furthermore, due to its virtualness, VPA can adjust the number of antenna elements and inter-element spacing, which adds multi-frequency support and adaptive precision mechanism. A simulation model is developed in MATLAB to verify the performance of the VPA where the proposed system is evaluated against different scenarios with a varying number of parameters. It is found that VPA gives the same resolution and precision as a physical ULA antenna but it is more flexible, user-friendly, cost-effective, reliable, and most importantly, does not affect the UAV characteristics.
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1. Introduction

Unmanned aerial vehicles (UAVs) are being used in a variety of civil [1] and military [2] applications nowadays. The use of UAVs as attack/defense line [3], aerial targets for training [4], mining/demining [5], and law enforcement [6] are the examples for military usage, while the use of UAVs in archaeology [7], cargo/passenger transport, maintenance, healthcare [8][9], filmmaking [10], journalism [11], scientific research, search and rescue [12], surveying [13], pollution monitoring [14], oil/gas/mineral exploration [15], disaster relief [16], agriculture [17][18], light show [19], connection of IoTs with cloud [20][21][22], hobby, and recreation are examples of civil applications. In this research, UAVs are used to develop an immediate communication infrastructure in a remote agriculture field to collect data where infrastructure is not available. Furthermore, they resolve many other data-gathering problems as well as they are economical in deployment cost, require no preinstalled infrastructure, UAV can visit a sensor node more closely and can approach areas which are difficult or life-threatening for humans to get to. An UAV having capability to detect and localize field sensor nodes correctly can perform data collection more efficiently. Crop sensors are mostly not equipped with global positioning system (GPS) modules in an effort to save cost and battery life. Furthermore, in the case of static/non-moving sensor nodes, implanting GPS modules in them is not recommended, as monitoring the same location every time is not practical, especially in the case of energy-sensitive sensor nodes. In such a type of sensors deployment scenario, all the liability shifts to the UAV to search a node, share information and collect data.

In this paper, the use of a UAV is taken as the only mean of communication among large number of heterogeneous sensing nodes scattered in many crop fields. In this scenario, the energy of a UAV is required to
be preserved, which will allow the UAV to operate for longer periods and cover more area of data collection. To achieve this target, a virtual phased array (VPA) is proposed in which a single antenna is installed over moving UAV to construct a virtual linear array. This VPA will be smaller in size, lighter in weight, and more energy-efficient as compared to a physical antenna. Furthermore, multi-frequency support can be achieved by reconfigurable inter-elements spacing, and adaptive steering mechanism becomes possible due to the variability of a number of onboard antenna elements. The other benefits are a lesser effect of mutual coupling and induced current between antenna elements. A number of localization techniques are proposed by available researches. We can categorize these techniques in to two broad groups 1) GPS based and GPS Free 2) centralized and distributed.

GPS-based localization has been discussed in [23][24] while, GPS-free is described in [25] and [26]. Both GPS-enabled and GPS-free schemes have their own pros and cons in terms of energy efficiency, complexity, processing, and weight/size of equipment.

In centralized schemes [27]–[29], a base station determines the distances/locations of all the nodes in its range based on hop count or received signal strength indicator (RSSI) values. This central node periodically sends location information of each node. In distributed scheme [30], [31] position is calculated by sensor nodes individually by interacting directly with anchor nodes or estimated based on distance from reference node or through GPS-sensing. Centralized-based algorithms more economical in terms of computation and energy but issue is bottleneck and connectivity.

The distributed localization schemes can be further divided into two classes. The first one is range-based [32]. In this approach characteristics of information signals, like angle of arrival (AoA), time of arrival (ToA), or time difference of arrival (TDoA), is used to estimate the location of target nodes. While, the other one is range free method [33], location of a target node is estimated by absolute point-to-point distances between them. Several location-aware anchors nodes also called seed nodes are planted in the entire WSN to broadcast periodically location information through control messages. Based on these control messages sensor nodes estimate their own locations by observing the traces that are left on these messages as a result of multiple hops and channel characteristics. It is observed in most of the existing localization techniques that location is calculated or estimated either by Lateration, Angulation, RSSI, ToA, AoA or TDoA.

In lateration method, the location of a target node is calculated based on the knowledge of two or more reference points, positions and distances. In the case of the angulation method, at least two angles of a target node (un-localized) are measured to estimate its position based on the position of the source (localized) nodes. In many research studies RSSI-based localization is discussed, including [34], [35]. It is a self-organized localization scheme that works well only in outdoor environment. The constraint of this scheme is its power utilization because it needs to forward massive information to the central unit. The propagation speed and time of radio signals between the anchor node and the target node are measured to calculate the location of a node. This type of localization is called ToA or ToF (time of flight) based localization [36]. The one-way propagation time of a signal between the transmitter and the receiver is called ToA, which can be multiplied with the propagation speed to get the distance of the target node. As discussed earlier, the synchronization problem that exists in one-way ToA can be avoided in two-way time difference of arrival TDoA [36] [37] in which the distance between the transmitter and the receiver is measured using two signals of different velocities.

When radio wave hits an array of antenna, angle of arrival (AoA) technique can be used to find out the direction of propagation of these waves. Time difference of arrival of these waves at each elements of the antenna is measured to determine AoA. Multiple signal classification (MUSIC) algorithm is the famous one on this category.

In proposed scenario filed sensors are not equipped with GPS unit, hence GPS based localization schemes cannot be considered. GPS free schemes are also not suitable as they required to install large-size, heavy wait and energy-consuming physical antenna system to locate scattered sensor nodes in a large geographical area which is not possible to install on a small size UAV.

2. Proposed system

In this research, a special virtual phased array (VPA) antenna system is proposed which will replaces the physical antenna array. Following shortcomings of the classic localization system is improved in our proposed VPA antenna:
1. Size and weight: As discussed earlier, a massive array of multiple antennas decreases speed, flight time, payload capacity, and agility of a small size UAV. In this proposed system, the established VPA replaces the physical antenna and its limitations.

2. Throughput: When UAVs are used for data collection the biggest issue is high round trip time (RTT) and very poor throughput. The UAV equipped VPA will help to overcome this issues by adapting localization attributes through varying its speed and height.

3. Capabilities: Steering ability of a physical antenna cannot/difficult to alter during operation while, in a virtual antenna, it is a trade-off between accuracy and speed.

4. Detectable targets: In VPA number of antenna elements participating in localization process is virtually adjustable, this property enable it to adjust total number of detectible targets at a time.

5. Multi frequencies: As inter-element spacing is not easily re adjusted in a physical onboard antenna, so it is not possible to operate at multiple frequencies. However, this is possible with the VPA.

6. Others: Typical issues with a physical antenna, such as inter-channel phases, mutual coupling, and current gains, between array elements do not exist in our proposed VPA.

In our scenario, all field sensor nodes are emitting a narrowband signal that is sensed by an antenna (VPA) attached with the UAV. This single antenna virtually makes a $M$ physical antenna elements by exploiting the mobility of the UAV. Continuous snapshots of the data are taken by UAV at a fixed interval of time and distance. $M$ data Snapshots are manipulated in such a way that VPA produces same result as a physical antenna can do with $M$ elements, exhibit is shown in Figure 1.

![Figure 1. Localization of ground target node by UAV](image)

2.1 Uniform linear antenna for localization

A set of antennas (antenna array) is used to find the accurate AoA of a signal, which is then further processed to locate a target node. This type of antenna formation is made either by a static array composed of a number of elements or a single rotating antenna to form a radar. There is a third exceptional case in which multicell static radar is used in aircrafts. This array antenna can detect many parameters (other than AoA) of an incoming signal, including arrival time, incident angle, frequency, range, and polarization. An array antenna can detect the AoA of received signals from multiple target nodes with high resolution in terms of angle (elevation $\Phi$ and azimuth $\theta$). These received signals are considered as plane wave incident rays of any type narrowband or wideband.

AoA estimation accuracy (resolution) varies with array formation geometry (how the antenna elements are organized). Some of the famous antenna array geometries are uniform rectangular array, uniform linear array (ULA), L-shaped array, uniform circular array (UCA), concentric circular array, displaced sensor arrays, V-shaped array, Y-shaped arrays, and parallel linear arrays for details, see [38], [39], [40]. ULA [41] is the simplest antenna formation and requires the least computation. UCA, as presented in [38], is more complex than ULA but provides consistent performance in all azimuth directions in 2D plan.

Narrower beam of radio waves with higher gain/directivity can only be possible to attain with an array of antenna and could not be achieved with one element. In general, the more antenna elements, the higher the
gain and narrower the beam. However, let us consider a ULA antenna having \( M \) elements where \( M = (m_1, m_2, ..., m_M) \), operating at radio frequency \( f_0 \) of wavelength \( \lambda \), as shown in Figure 2.

\[ c = \lambda f_0. \]  

(1)

Let the separation between two adjacent antenna elements is \( d = \frac{\lambda}{2} = \dbar m_1 \), where \( m_1 \) the first antenna element is and \( m_i \) be the \( i \)th antenna element. In this case, it can be written as:

\[ \dbar m_1 = l = d \sin(\theta_0). \]  

(2)

Let signal received by the first antenna is \( s(t) \) taken as reference:

\[ x_1(t) = s(t) = \cos(\omega_0 t) = \cos(2\pi f_0 t). \]  

(3)

The 2\textsuperscript{nd} antenna element \( x_2(t) \) will receive the same signal is with a delayed of \( \tau \):

\[ x_2(t) = s(t - \tau) = \cos(\omega_0(t - \tau)) = \cos(\omega_0 t - \omega_0 \tau). \]  

(4)

The delay \( \tau \), as per Eq. (2), can be written as

\[ \tau = \frac{l}{c} = d \frac{\sin(\theta_0)}{c}. \]  

(5)

The gained phase difference between adjacent array elements due to \( \tau \) becomes

\[ \varphi_0 = \omega_0 d \frac{\sin(\theta_0)}{c}. \]  

(6)

Similarly, phase difference at the \( i \)th antenna element is given by:

\[ \Phi_i = (i - 1)\omega_0 d \frac{\sin(\theta_0)}{c} = (i - 1)2\pi \frac{f_0}{c} d \sin(\theta_0) = (i - 1) \frac{2 \pi}{\lambda} \sin(\theta_0). \]  

(7)

For a complex signal,

\[ x_i(t) = s(t)e^{-j\Phi_i}. \]  

(8)

Finally, \( A(\theta) \) is the steering vector of the incident signal with \( M \) antenna elements is derived as

\[ A(\theta) = \begin{pmatrix} e^{-j\theta_0} \\ e^{-2j\theta_0} \\ \vdots \\ e^{-j(M-1)\theta_0} \end{pmatrix}. \]  

(9)

2.2 Multiple sources in ULA

If there are \( N \) independent sources then resultant signal of the \( m \)th antenna element is provided by the equation

\[ x_m(t) = \sum_{k=1}^{N} s_k(t)e^{-j(m-1)\varphi_k} + b_m(t) \]  

(10)

Where, incident angle of the \( K \)th source is \( \varphi_k = \frac{2\pi}{\lambda} \sin(\theta_k) \), and \( b_m(t) = AWGN \) (Additive White Gaussian Noise). In this illustration, the observation vector can be written as
\( X(t) = \begin{pmatrix} x_1(t) \\ \vdots \\ x_M(t) \end{pmatrix} = \begin{pmatrix} e^{-j\varphi_1} & e^{-j\varphi_2} & \ldots & e^{-j\varphi_M} \\ e^{-j(\text{M-1})\varphi_1} & \vdots & \ddots & e^{-j(\text{M-1})\varphi_M} \\ \vdots & \ddots & \ddots & \vdots \\ e^{-j(M-1)\varphi_1} & e^{-j(M-1)\varphi_2} & \ldots & e^{-j(M-1)\varphi_M} \end{pmatrix} \begin{pmatrix} s_1(t) \\ \vdots \\ s_N(t) \end{pmatrix} + \begin{pmatrix} b_1(t) \\ \vdots \\ b_M(t) \end{pmatrix} \) \tag{11}

The observation vector in this case can be developed as follows

\[
X(t) = (A_1(\theta_1), A_2(\theta_2), \ldots, A_{M-1}(\theta_{N-1})) \begin{pmatrix} s_1(t) \\ \vdots \\ s_N(t) \end{pmatrix} + \begin{pmatrix} b_1(t) \\ \vdots \\ b_M(t) \end{pmatrix} = AS + B,
\]

where \( X = [x_1(t), x_2(t), \ldots, x_M(t)]^T \); \( S = [s_1(t), s_2(t), \ldots, s_N(t)]^T \); \( B = [b_1(t), b_2(t), \ldots, b_M(t)]^T \); and

\[
A = [A_1(\theta_1), A_2(\theta_2), \ldots, A_{M-1}(\theta_{N-1})].
\]

### 2.3 Multiple signal classification

A famous technique to find AoA of incoming signals is MUSIC published in [42]. In this technique observed data by an array of antennas is represented in covariance matrix as signal and noise subspaces are separated by and eigenvalue decomposition (EVD) method. Then two orthogonal subspaces are utilized to constitute a spectrum function. Finally, the AoAs of signals are revealed by maximizing the spectral criterion. By applying an EVD on \( R_X \), it can be proved that

\[
R_X = Q \begin{bmatrix} \lambda_1 + \sigma^2 & 0 & 0 \\ 0 & \ddots & \vdots \\ 0 & \ddots & \lambda_N + \sigma^2 \\ 0 & \ddots & \vdots \\ 0 & \ddots & \lambda_M + \sigma^2 \end{bmatrix} Q^H.
\]

Obtained \( Q \) matrix can be divided into two matrices, \( Q_s \) and \( Q_n \) by using above equation, such that \( Q_s \) is the \( M \times N \) matrix and \( Q_n \) is \( M \times (M - N) \) matrix. In this case, MUSIC becomes equal to

\[
\max_{\theta, A} P_{\text{MUSIC}}(\theta) = \frac{1}{\sum_{k=1}^{M} \langle A(\theta) \rangle^T Q_s} = \frac{1}{\sum_{k=1}^{M} \langle A(\theta) \rangle^T Q_n^H}.
\]

**MUSIC algorithm:**

1) Estimate covariance matrix: \( \hat{R}_X = \frac{1}{K} \sum_{i=1}^{K} X(i)X^H(i); \ K = \text{number of samples} \)

2) Evaluate EVD of \( \hat{R}_X \Rightarrow \hat{R}_X = Q \Lambda Q^H \)

3) Separate \( Q \) into two matrices: \( Q = (Q_s \quad Q_n) \)

4) Plot a function of \( \theta: \|Q_s^H A(\theta)\|^2 \)

5) The \( M \) larger peaks of \( P_{\text{MUSIC}} \) represent the AoA

The data model is the key point of the MUSIC algorithm. If \( N \) and \( M \) are the number of signal sources and antenna elements respectively such that \( M > N \), the output signal at any time \( t \) for array element \( m \), is given by

\[
x_m(t) = \sum_{k=1}^{N} a_m(\theta_k) s_k(t) + n_m(t),
\]

where, \( S_k(t) \) is a narrowband signal, \( n_m(t) \) is the white noise component, and \( a_m \) is the response function of the \( m \) array element of the \( k \)th signal source, and.

Eq. (13) can be written in matrix form, as follows:

\[
X = AS + N,
\]

where \( X = [x_1(t), x_2(t), \ldots, x_M(t)]^T \), \( S = [s_1(t), s_2(t), \ldots, s_N(t)]^T \), and the steering vector is given by \( A = [a(\theta_1), a(\theta_2), \ldots, a(\theta_M)]^T \).

This classical MUSIC algorithm perform only in case of fixed length and number of elements of an antenna. Furthermore it is very sensitive to sensor position, gain and phase errors and needs careful calibration. While in case of our scenario all the samples of data are not collected at once by all antenna elements, and this property modifies the signal features more than usual. In this regard classical MUSIC algorithm is not usable in our scenario in its current state. To accommodate these additional signal deviations, some modifications and additions are suggested MUSIC algorithm to upgrade it for proposed virtual antenna array system.
3. Proposed virtual antenna array architecture

A VPA carrying UAV, named as synthetic aperture UAV (SA-UAV) is used for node detection and localization. In proposed scheme, AOA is estimated using collected data in at a certain point in response of incoming signals of different phases at different times. Assume the SA-UAV is locating \( N \) target nodes emitting narrowband signals dispersed in a crop field. First of all we assumed transmission channel is quasi-stationary while taking one snapshot of data (less than a second), which is practical. Let’s SA-UAV acquires snapshots at \( M \) different places where \( M = N + 1 \). Each snapshot is taken at a fixed period of \( \Delta t \) and is consists of \( R_{\text{avg}} \) samples. All the received signals (coming from target nodes) is considered a plane wave as the SA-UAV satisfies the far-field condition of the frequency while flying by maintaining its height. Working with VPA is more complex than a physical ULA, and special care and treatment is required to collect and process data samples as incoming signals changing its characteristics with varying position. Classical localization system (e.g., the MUSIC algorithm) is upgraded by adding new modules in the systems such as calibration, rectification, and adjustment as shown in Figure 3.

![Diagram of VPA system](image)

**Figure 3.** Proposed virtual phased array antenna system and its components

Let \( x_i(t) \) is \( x \) independent signals collected by VPA at time \( t \) at \( i \)th snapshot. Same signal monitor by two adjacent antenna elements has fixed phase deviation because each element is separated by \( \lambda/2 \) (half of the frequency) in physical antenna. In VPA, there is an extra deviation due to factors such as the geometrical variation of the antenna, signal-to-noise ratio (SNR), and desynchronization clocks (Sensor node and UAV) cause. Desynchronized cock of devices causes phase difference \( F_{\text{offset}} \) between two consecutive samples. This desynchronization is estimated in introduced module called calibration in the start of the system in first sample pair then it is considered as constant throughput the proceeding samples. Virtual antenna module (VAM) collects all the samples and accumulate whole the data. VAM forms steering vector based on each signal response and forward it to the rectifier module (RM). RM module rectify the entire data-set by fixing \( F_{\text{offset}} \) and create a covariance matrix \( R_{\text{AS}} \). After rectification, data is ready to process by classical MUSIC algorithm. This classical MUSIC algorithm gives is an angle \( \theta \) as an output that is once again corrected by Adjustment module. Proposed modules are explained in detail in the following section.

### 3.1 Geometrical deviation

As all the samples of signals are not taken at once by each antenna elements (as in case of physical array antenna) in this case signal characteristics are varying for every sample due to the continuously moving position of the antenna. Therefore, first of all the geometrical variation of the antenna must be defined. If \( N \) sensor nodes \( (n_1, n_2, \ldots, n_N) \) are installed, then node \( n_i \) transmutes signal which makes the angle \( (\theta_1, \theta_2, \ldots, \theta_N) \), with virtual antenna having \( M \) elements (see Figure 4). The UAV flight is taken as a straight path where Y axis is taken as constant and the X axis is considered linearly corresponding to the trajectory.
As exhibited in Figure 4, the abscissa of UAV is \( X_k \) at time \( t_k \), where \( 1 < k \leq M \) while the ordinate (Y axis) is the constant for all nodes. \( N \) Target nodes \( (n_1, n_2, \ldots, n_M) \) where \( 1 \leq i \leq (N = M - 1) \) are installed in a field. The \( M \) is the number of data snapshots taken by the SA-UAV after a fixed distance of
\[
d = X_{k+1} - X_k = c_u \Delta t
\]  
(18)
If the UAV takes two successive snapshots in time \( \Delta t \) covers a distance \( d \) with a speed \( c_u \) then the angle of sensor node \( n_i \) with first antenna element \( X_1 \) is determined by
\[
\tan \theta_{n_1}^{n_i} = \frac{x_1}{y}
\]  
(19)
If the reference is first snapshot, then the angle of arrival for the next snapshot is determined as
\[
\tan \theta_{n_2}^{n_i} = \frac{x_1 - d}{y}
\]  
(20)
As the flight of UAV is linear, it is written as
\[
\theta_{n_i}^{n_i}(t_k) = \tan^{-1} \left( \frac{x_k - c_u t_k}{y} \right)
\]  
(21)
As \( \Delta t = \frac{\lambda}{2 c_u} \) seconds (where \( d = \lambda/2 \) is the inter element spacing). Then steering vector, or an array manifold, for the node \( i \) of angle \( \theta \) is \( M \times 1 \). The observation matrix is derived as
\[
A(\theta) = [a_1(t_1), a_2(t_2), \ldots, a_M(t_M)]^T
\]  
(22)
VPA can model the physical antenna array if \( t_1 \) and the observations \( A(\theta) \) are known. As the data sampling frequency is very higher as compare to the snapshotting frequency which is related to the speed of the UAV. If UAV is maintains a constant speed \( c_u \) during taking one snapshot (antenna element), then it is considered as uniform VPA antenna of \( M \) elements. If first snapshot is taken as a reference, and the steering vector is derived as
\[
A = [e^{j\beta d_1 \sin(\theta_1)}, e^{j\beta s_2 \sin(\theta_2)}, \ldots, e^{j\beta (c_u t_M s_M) \sin(\theta + \Delta \theta)}]
\]  
(23)
Where, \( i = 1, 2, \ldots, M \), \( \beta = \frac{2\pi}{\lambda} \), \( \lambda \) is the wavelength, the inter-snapshot spacing is \( d = \frac{\lambda}{2} \), and \( \theta \) is the AoA of the sensor. To find a target UAV takes first snapshots at time \( t_1 = 0 \) and at time \( t_M \) it approaches the \( M^\text{th} \) snapshot. \( \Delta \theta \) is the rate of change of the incident angle of the signal due to movement of the UAV in between each snapshot.
A key advantage of our developed system is that it can operate at different frequencies as it can change inter-element spacing and adjust frequency of samplings during UAV operation if required. Two antenna configuration with different frequencies are described below.

### 3.2 Example 1: Long-range localization

For long range communication a UHF frequency band is used. If field sensors are operating at 433 MHz frequency to cover a long distance with very low power. Localization of such nodes are possible with VPA and it will have following specifications:

**Operational frequency**

\[
f_1 = 433 \text{ MHz} \quad \lambda_1 = \frac{3.4 \times 10^8}{433 \times 10^6} \approx 0.6928 \text{ m} \sim 0.7 \text{ m};
\]
Speed of UAV
\[ c_u = 25 \text{ km/h} = 6.944 \text{ m/s} \sim 7 \text{ m/s}; \]

UAV will take a sample after every
\[ \Delta t = \frac{\lambda_1}{(2C_u)} = 0.05 \text{ s} = 50 \text{ ms}; \]

As defined in reference [43] the cross-range resolution of an antenna is \( \Delta \theta = \frac{\lambda_1}{f_{f1}} \) radians. Radian is converted to degree as
\[ \Delta \theta = 57 \frac{\lambda_1}{f_{f1}} \]
where, \( L_{f1} \) is the length of the antenna with frequency \( f_1 \).

If the antenna resolution \( \Delta \theta_{3dB} = 6^\circ \) (3dB beam width) is required, then the antenna length should be
\[ L_{f1} = 57 \frac{\lambda_1}{6} = 6.65 \text{ m}. \]

The spacing between two virtual antenna elements is \( \lambda/2 = 0.35 \text{ m} \), and the number of snapshots (antenna elements) to complete VPA antenna is
\[ M = \left\lfloor \frac{L_{f1}}{\lambda/2} \right\rfloor = 20. \]

The time of observation for all snapshot to complete one set of antenna is as follows:
\[ T_{obs} = \frac{L_{f1}}{c_u} = \frac{6.65}{7} \sim 0.95 \text{ sec}. \]

3.3 Example 2; Short-range localization

If field sensor nodes are operating at 2.4 GHz frequency for short range and huge data communication. Localization if such nodes are possible if antenna have following specifications

Operating frequency \( f_2 = 2.4 \text{ GHz} \); \( \lambda_2 = \frac{3 \times 10^8}{24 \times 10^8} = 0.125 \text{ m} \)

UAV will take a sample after every \( \Delta t = \frac{\lambda_2}{2C_u} \sim 0.009 \text{ s} = 9 \text{ ms} \)

If the minimum required resolution is \( \Delta \theta_{3dB} = 6 \)

The antenna length will be \( L_{f2} = 57 \frac{\lambda_2}{6} = 1.1875 \text{ m} \)

The number of antenna elements (number of snapshots) for a complete virtual array will be \( M = 20 \).

3.4 Sampling module

For \( M \) snapshots total \( R_{over} \times M \) samples are required to achieve precision means \( R_{over} \) samples are collected between every two snapshots \( m_k \) and \( m_{k+1} \). Over sampling of the analog-to-digital converter (ADC) used in VPA also effects this factor \( R_{over} \) and performance of VPA. If \( F_{ADC} \) (in Hz) is the measured ADC sampling frequency, then oversampling for one snapshot is
\[ R_{over} = \left\lfloor F_{ADC} \Delta t \right\rfloor, \quad (24) \]

where, \( \lfloor \rfloor \) stand for integer part.

If VPA antenna is operating at \( F_{radio} = 433 \text{ MHz} \) frequency for communication and a standard ADC converter (e.g., a voltage-controlled crystal oscillator) installed. As per data sheet it has an accuracy of 10 ppm < Frequency accuracy < 50 ppm (ppm = part per million), then it generates a frequency offset of
\[ 4.33 \text{ KHz} < \Delta F < 21.65 \text{ KHz}. \]

By sampling the period \( \frac{1}{F_{ADC}} \) the frequency offset causes a rotation of phase according to \( \Delta \psi_{offset} = \frac{\Delta F}{F_{ADC}} \)
\[ 0.02165 \times 2\pi < |\Delta \psi_{offset}| < 0.10825 \times 2\pi \]
It means between two consecutive samples $\frac{2\pi}{10}$ extra phase rotation will exists in worst case scenario (poorest accuracy result). This is because VPA samples are independent (taken one-by-one) in contrast of physical antenna array. This $\Delta \phi_{\text{offset}}$ phase difference is other then what is expected which must be fixed.

3.5 Calibration module

As discussed in previous section phase difference between two successive data samples is caused by ADC oversampling. Before processing the signals data array the compensation for this phase rotation between two consecutive samples need to estimate.

To fix this issue without a loss of generality, assume the scenario with a singular source, and let $s(k)$ represents the kth sample of that source received by the antenna at $k$ discrete time.

$$s(k) = e^{-j2\pi\Delta F_{\text{total}} \frac{k}{F_{\text{ADC}}}}$$

(25)

Where $k = 1, 2, ..., R_{\text{over}}$. The frequency offset difference of the two clocks (UAV, and the node) is $\Delta F_{\text{total}}$

$$\Delta F_{\text{total}} = F_{\text{UAV}} - F_{\text{node}}$$

(26)

$\Delta F_{\text{total}}$ Causes the angle of rotation between two samples as

$$\Delta \Phi = \Phi_k - \Phi_{k-1} = \frac{2\pi \Delta F_{\text{total}} k}{F_{\text{ADC}}} - \frac{2\pi \Delta F_{\text{total}} (k-1)}{F_{\text{ADC}}}$$

(27)

From (24) and (25), the frequency offset the difference $\Delta F_{\text{total}}$ can be written as

$$\Delta F_{\text{total}} \approx \frac{\Delta \Phi_{\text{tot}}}{2\pi \Delta t}$$

(28)

During whole observation time $\Delta F_{\text{total}}$ is constant. For a unitary observation time of $\Delta t$ (between two samples of the VPA), approximated as

$$\Delta F_{\text{total}} \approx \frac{\Delta \Phi_{\text{tot}}}{2\pi \Delta t} \approx \frac{\sum_{k=2}^{k} (\Phi_k - \Phi_{k-1})}{R_{\text{over}} - 1}$$

(29)

3.6 Rectification module

The rectification module is introduced to fix phase offset by applying compensation of $\Delta \Phi_{\text{offset}}$.

$$S_r(k) = e^{-j2\pi\Delta \Phi_{\text{offset}} F_{\text{ADC}} s(k)}$$

(30)

3.7 Adjustment module

In this scenario, UAV covered distance and its speed defines the incident $\theta$ of each signal sample capture by VPA. The final output $\theta$ value must be adjusted as per following Figure 5.

![Figure 5](image_url)

Figure 5. The angle correction by adjustment module of the virtual phased array antenna

As in Figure 5, let $i$th snapshot is taken when incident angle is $\theta_i$ and the horizontal distance between the UAV and node is $x_i$ while the height of UAV $y$ is constant. In this case, it is concluded that $x_i = x_{i+1} + d$ and $\theta_i = \tan^{-1} \left( \frac{x_i}{y} \right)$, where $d$ the distance travels between two consecutive snapshots. If UAV is moving with content speed $c_u$ and time between two snapshots is $\Delta t$ then $d = c_u \Delta t$. Using a first-order approximation, the adjustment is initially written as
\[
\Delta \theta = \theta_i - \theta_{i+1} = \tan^{-1} \left( \frac{x_i}{y} \right) - \tan^{-1} \left( \frac{x_i + 1}{y} \right)
\]

\[
\approx \frac{x_i - x_i - d}{y} = \frac{c \Delta t}{y}
\]

Therefore, the total adjustment \( \Delta \theta \) should be

\[
\Delta \theta_T = M \Delta \theta.
\]

3.8 Effect of non-linear movement of UAV on VPA antenna

The virtual antenna array is developed on an assumption that the UAV is flying in a straight path at a constant speed and height (for at least one snapshot). All the snapshots of data are captured at equal intervals of time. The UAV takes its first snapshot \( m_1(X_1, Y_1) \) at Point A and a next snapshot \( m_2(X_2, Y_2) \) at point B as shown in Figure 6.

It is assumed that the UAV is operating in a straight path for a time period long enough to take one snapshot of data (length of one antenna element), which is less than a second. If this assumption is not true, consider the case in which air pressure or GPS inaccuracies may deflect the UAV from a straight path, as shown in Figure 6. At Point B, the UAV deflects by angle \( \alpha \) from a straight path, and it takes the second snapshot at Point C. As snapshots are recorded after fixed intervals of time, the distance between the two points \( \text{(A and C)} \) is still \( \lambda / 2 \).

If letting \( D_i = \text{distance from } m_i \text{ to the point } m_i = \sqrt{x_i^2 + y_i^2} \), the transmission time required to cover the distance \( D_i \) is

\[
\tau_i = \frac{D_i}{c},
\]

where \( c = \text{speed of light} \). Let us consider a relative delay, i.e., the antenna time starts when the first signal \( m_1 \) is received.

If \( A = (x_1, y_1) \) is taken as a position of the first point and \( C = (x_2, y_2) \) is the position of second point which is deflected by angle \( \alpha \) from the straight path where point \( B = (x, y) \) resides. In this case, it can be proved that

\[
\tan \alpha = \frac{BC}{AC} = \frac{y_2 - y_1}{x_2 - x_1}
\]

\[
\tan \theta_i = \frac{y_i}{x_i}
\]

The actual delay between the consecutive antenna elements is given by

\[
\tau = \frac{D_2 - D_1}{c} = \frac{\sqrt{x_2^2 + y_2^2} - \sqrt{x_1^2 + y_1^2}}{c}
\]

As \( d = AC = m_1m_2 \), the distance between \( B \text{ and } C \) is

\[
BC = d \cos (\theta_2 + \alpha)
\]

Where \( y_2 - y_1 = d \sin \alpha \) and \( x_2 - x_1 = d \cos \alpha \)

In this case, it can be written as

\[
\tau C = \sqrt{(x_1 + d \cos \alpha)^2 + (y_1 - d \sin \alpha)^2} - \sqrt{x_1^2 + y_1^2}
\]

Let \( D \) be the distance between sensor node and UAV:
\[ D = \sqrt{x_1^2 + y_1^2}. \]

Assume that \( D >> d \):

\[
\tau_C = \sqrt{D^2 + d^2 + 2d(x_1 \cos \alpha - y_1 \sin \alpha)} - D \\
\approx D \sqrt{1 + \left(\frac{d}{D}\right)^2 + \frac{2d}{D} \cos(\alpha + \theta)} - D \\
\approx D \sqrt{1 + \frac{2d}{D} \cos(\alpha + \theta)} - D \\
\approx D \left(1 + \frac{d}{D} \cos(\alpha + \theta)\right) - D \\
\approx d \cos(\alpha + \theta). \tag{37}
\]

The \( \alpha \) is considered as negligible because the antenna length and time required to collect all of the data samples is very small.

4. Simulation study and result analysis

The proposed VPA antenna system is evaluated by a series of experiments conducted by simulation model created in MATLAB. A simulation model is created in which a 433 MHz solo antenna is installed in a UAV that moves with a constant speed of 20 m/s. UAV is given a target to locate three target nodes placed in an open field emitting narrowband signals \( a(\theta) \) with azimuth angles of -40°, -10° and +20°. The elevation angle is taken to be 0 for all nodes.

Separate simulation test cases are created to find the directions of targets nodes with and without the proposed system and results are shown in Figure 7. Results shows that AoAs of these three target nodes are measured accurately by the UAV using our proposed system. The simulation results of classical MUSIC algorithm without modification is shown in black curve which clearly depict that it does not work well under given circumstances. The red curve shows a successful MUSIC process after incorporating the developed modules, including the calibration, rectification and adjustment. Means using proposed VPA all three targets are located accurately as we can do in physical antenna array system.

![Figure 7](image_url). Performance of classical MUSIC algorithm vs proposed system

The factor that strongly effects the system performance is SNR. Increasing SNR may degrade the system. The performance of the system was also evaluated against different SNR values and results are shown in Figure 8. Location detection accuracy of three angles -40°, -10° and 20° degree was tested against increasing SNR values and found that the proposed system works satisfactory with a low value of SNR up to 4 dB.
As we proved in section 3.4 if we are using standard ADC convertor (having accuracy 10 ppm to 50 ppm) to sample radio signal of frequency 433 MHz then each consecutive sample will have $2 \pi /10$ phase different due to movement of UAV. If each signal is represented by different color then Figure 9 shows the picture of received signals without rectification, and it is observed that every new sample of same signal is deviated by 36 degree. Means each received signal takes ten rotations per sample which causing major deviations in the AoA estimation.

This signal rotation issue is fixed by proposed treatment called rectification. The treated signal is shown in Figure 10, in which the rotation of phases due to ADC oversampling is fixed successfully. One can see a focused signal is received throughout the sampling process.

We also tested our system when angle is close to 0 or transforming from negative to positive. An angle of $\pm 2$ degree is taken as target and in the Figure 11, it is shown that it measured accurately.

All simulation outcomes provided above supports our claim that the physical antenna can be replaced by virtual phase array antenna effectively without degradation of results. VPA will add many benefits including cost-effectiveness, light-weightiness, ease of use, flexibility, adaptability, and energy efficiency.
5. Conclusion

A virtual phased array antenna system is proposed for the replacement of large size physical linear array antenna. The motivation behind the proposed system is that it can be installed on a small small-sized UAVs. In this VPA system, the AoAs of incoming narrowband signals are captured by a SA-UAV at a fixed interval of time to model the observation matrix as obtained in physical antenna elements. The observed data is then treated with calibration, rectification, and adjustment modules to negate the effect of signal variation due to antenna movement. It has been proved mathematically and verified by the simulation model that a solo antenna mounted on a moving UAV can act as a physical antenna of multiple elements. The benefits, such as being lightweight, small size and energy-efficient and possessing multi-frequency use, adaptable precision and better throughput make it more suitable for drone use.

Data availability (Author elects to not share data)
Research data are not shared, however the simulation videos are available on YouTube and can be accessed through the links given below. The first video shows how UAV and target get connected and complete localization process. The second video is showing how multiple target nodes are identified by UAV and share information after finding their location. Matlab simulation of localization and cluster formation of target nodes by UAV is provided in the video 3.

1. https://www.youtube.com/watch?v=xzf4SkhDteE&t=14s
2. https://www.youtube.com/watch?v=OXtNn94l1xA&t=50s
3. https://www.youtube.com/watch?v=zVM42i9BQFY
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