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Abstract

It is currently widely recognized that automated methods are crucial to help
processing long-term recordings of marine bioacoustics. To evaluate the efli-
ciency of such methods, it is essential to develop large-scale annotated datasets.
However, besides being laborious and resource intensive, recent studies have
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suggested that such a task could also be highly subjective with the generation
of annotator specific errors.

In this work, we investigate the question of inter-annotator agreement from
a multi-annotator annotation campaign performed on a marine bioacoustics
dataset. After providing quantitative evidence of inter-annotator variability,
we investigate potential sources on both the user annotation practice and the
annotation data and task to better understand why and how such variability
occurs. Our study reveals that the acoustic event type, the Signal-to-Noise
Ratio of the acoustic event and the annotator profile are three examples of
critical factors impacting the annotation results of a multi-annotator campaign.

Keywords: DCLDE 2015 low frequency, multi-annotator agreement, marine
bioacoustics, reliability

1. Introduction

Passive acoustic monitoring (PAM) is an effective and harmless way to eval-
uate biodiversity across large spatio-temporal scales.

In PAM, detection and classification methods are necessary steps to perform
accurate acoustic surveys and improve knowledge of both marine and terrestrial
ecosystems. To evaluate the performance of such methods, they have to be devel-
oped and tested on reference annotated datasets. Moreover, in the 21st century,
supervised artificial intelligence (AI) techniques have become an essential part
of detection and classification methods. Most of them rely on the amount and
quality of annotated training data. The process of collecting annotations is thus
the main bottleneck in building such methods.

The traditional approach to collect annotations in PAM most often involve
bioacousticians (with different levels of expertise) who manually annotate the
data. Such an approach is currently thought to be the most accurate one (e.g.
in comparison to automatic labeling), and always serves as a reference (often
referred to as ground truth) for further analysis. However, annotation in marine
bioacoustics, besides being resource intensive, laborious and time consuming, is
compounded by the intrinsic difficulty in discriminating underwater acoustic
sources. Indeed, even experts recognize some inextricable ambiguities. For ex-
ample, Baumgartner et al. (2019) observed that humpback whales sometimes
produce an upsweep call that is hard to distinguish from a right whale up-
call unless using a pitch track with a temporal context. Moreover, underwater
soundscapes are composed of multiple sounds that can sometimes occur simul-
taneously, completely or partially masking each other (Clark et al., 2009; Erbe
et al., 2016), which makes the identification of individual acoustic sources even
more difficult. Overlaying killer whale harmonics and stationary boat noises at
certain frequencies can also look very similar (Bergler et al., 2019). However,
in spite of these constraints and uncertainties, some freely available annotated
datasets do exist, such as the dataset from DCLDE workshop (Detection, Classi-
fication, Localization and Density Estimation of marine mammals using passive
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acoustics) workshop, which allow participants to directly compare algorithms
and methodologies datasets'. But compared with the field of image recogni-
tion, daily visual objects (cats, dogs, chairs, etc.) are more familiar to human
perception than marine mammal acoustic repertories. Consequently, experts in
this field can generally label such data with a higher level of confidence and
shorter annotation task completion time than in marine bioacoustics, and even
commonly resort to crowdsourcing annotations to quickly size up their machine
learning datasets.

Whatever the scientific fields, one of the best practices to set up an an-
notation campaign is to involve several independent annotators, who share a
certain amount of data to be annotated so their results can be compared in
an objective way. In such a context, inter-annotator agreement (Gwet, 2014)
(also referred to as inter-rater reliability in the literature) is the extent to which
human decisions coincide, or in other words it allows to measure the amount
of consensus between a group of annotators. A high agreement means that the
raters can be used interchangeably. If interchangeability is guaranteed, then
the ratings of one annotator can be used with confidence, without asking which
annotator provided the annotation (Gwet, 2014). Although most PAM stud-
ies mention the use of several annotators in their annotation protocol, they do
not focus on this question of inter-annotator variability (e.g. Kirsebom et al.
(2020) recognized the need for “more systematic and controlled investigation
of the inter-annotator variability”). To the best of our knowledge, only Leroy
et al. (2018) addressed this problem by measuring the inter- and intra-annotator
variability in manually annotated Antarctic blue whale stereotyped calls. They
revealed both a strong inter-annotator variability between two annotators (with
less than 50% agreement between annotators), but also a poor agreement ob-
tained with an annotator annotating the same audio segment twice. Otherwise,
a few studies have evaluated the influence of annotation results on automated
detection performance. Sirovic (2016) evaluated the impact of annotation vari-
ability on the performance of a spectrogram correlation detector. They found
that annotator variability did not affect long-term trends in detection, but that
it had an impact on the total number of detections and therefore on the call rate
estimation. Torterotot et al. (2019) also reported the variability in recall and
precision of a blue whale call automated detector determined by comparing the
detector outputs with three different ground truths labeled by three different
annotators. Overall, these studies highlighted the need for a more standardized
approach for manual annotation and automatic detection evaluation to glob-
ally improve the comparability of PAM studies. This question has also often
been addressed in the different DCLDE workshop editions (e.g. the DCLDE
2013 discussion panel emphasized the need for more exhaustive and reliable
annotation campaigns based on consistent annotation protocols?.). Our work

Thttp://cetus.ucsd.edu/dclde/datasetDocumentation.html.
2See Summary / Concluding remarks in http://cetus.ucsd.edu/dclde/docs/pdfs/
Wednesday/14-Gillespie.pdf and https://www.onr.navy.mil/reports/FY13/mbgilles.pdf
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has also been highly motivated by related current investigations done in urban
soundscapes. Recent studies Cartwright et al. (2017, 2019) have quantified the
reliability /redundancy trade-off in crowdsourced airborne soundscape annota-
tion, as well as examined the effect of various annotation campaign parameters
(e.g. the number of classes to annotate, acoustic characteristics of the classes,
the method for sound visualization, the annotator profiles, the soundscape com-
plexity) on inter-annotator agreement. One interesting outcome of their work
has been to estimate a minimal number of annotators to get a reliable annota-
tion as a function of campaign parameters, ending up with a series of concrete
suggestions to set up a campaign. Transposing such findings to marine bioa-
coustics would be highly valuable.

In this context, our work intends to pursue current efforts (Sirovic, 2016;
Leroy et al., 2018; Torterotot et al., 2019) in better understanding inter-annotator
agreement within collaborative annotation campaigns in marine bioacoustics.
A new annotation campaign was performed on the DCLDE 2015 low frequency
dataset, involving 6 annotators with different profiles, in addition to the two
experts who originally annotated this dataset for the DCLDE 2015 challenge.
Besides providing experimental evidence of inter-annotator variability, we also
investigated potential sources explaining this variability, each source referring
to either the dataset content (e.g. call type, Signal-to-Noise Ratio (SNR)) or to
the annotator profile and behavior (e.g. average duration spent on annotating
and annotator experience).

2. Material and methods

2.1. Annotation campaign

2.1.1. Dataset

The dataset used in this study is a subset of the DCLDE 2015 low frequency
dataset. This dataset has been recorded with High-frequency Acoustic Record-
ing Packages (HARP) deployed off the southern and central coast of California
at different locations, spanning all four seasons, over 2009-2013. The data were
decimated to a 2 kHz sampling frequency to provide a dataset for blue whale
(Balaenoptera musculus) D-calls (Thompson, 1965) and fin whale (Balaenoptera
physalus) 40-Hz calls (Watkins, 1981) identification (Fig. 1). On the occasion
of the 2015 DCLDE challenge, a first annotation campaign with two annotators
was performed, which consisted in annotating time intervals of D-calls and 40
Hz calls. The resulting annotation file made available® consists in the fusion
by majority voting of these two individual annotations. Here, we only use a
subset of acoustic data composed of 50 consecutive hours of the CINMS18B file,
recorded within the Channel Islands National Marine Sanctuary and starting
on the 23th June 2012. Table 1 sums up the dataset parameters.

3See http://cetus.ucsd.edu/dclde/datasetDocumentation.html.
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Table 1: Dataset parameters

DCLDE2015

LF

Sampling rate (kHz)

2

Annotated species

Balaenoptera musculus - blue whale D-calls Thompson (1965)
Balaenoptera physalus - fin whale 40-Hz calls Watkins (1981)

Dataset size / Nb files

700 Mo / 563 files

Site [Year / Month]

CINMS_18_B_d06-120622_055731.d100.x.wav (2012 / 06)

File durations

first 50h split in 563 x 320s long audio files

Dates

Start: 2012-06-23 05:57:31 / End: 2012-06-25 07:56:51

Class count

'D-call’: 719, '40-Hz’: 156 from the DCLDE challenge annotations
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Figure 1: Examples of the two annotated call types: five blue whale D-calls (upper spectro-
gram in red boxes) and 3 fin whale 40-Hz calls (lower spectrogram in red boxes).
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2.1.2. Annotation support and protocol

Annotation was performed through audio-visual inspection of spectrograms
(i.e. FFT-based time-frequency representation of sounds). Table 2 sums up a
set of parameters used to compute and display annotation spectrograms. They
were chosen to fit at best the original annotation protocol except for a few
differences. Indeed, our spectrogram contrast was empirically fixed based on
the median of maximum values from filtered Power Spectral Density (PSD) in
the [15-150] Hz frequency band. Furthermore, annotators could use a zoom up
to 8x on the time axis (i.e. 40 second window) from the default duration of
the spectrogram window set to 320 seconds (about 5 minutes). Listening to the
recordings was allowed but not mandatory, with varying playing speeds from
0.25x to 4x.

Annotators were given instructions (see Supplementary Materials) with vi-
sual and aural examples of the sounds to annotate. They were gathered in a
guide document, made available at all times during the campaign. They could
refer to it at any time during the annotation process. To annotate a specific
sound, they had to draw a time and frequency box around it as close as possible
to the sound. Naturally, the annotators had only access to their own annotations
to avoid any influence from other annotations.

Annotators could choose among 3 labels, tagged as follow: D-call (for blue
whale D-calls), 40-Hz call (for fin whale 40-Hz calls) and Unknown call. Anno-
tators were instructed to use this latter label in case of doubt between the two
call types, but not to annotate a call type from an unknown source.

In the analysis, when not specified, 4 classes were used to compute the
statistical metrics: “D-call”, “40-Hz”, “Unknown call” and “None”. This latter
was used when an annotator identified a sound but no one else labeled it. For
example, annotator A gives the D-call label to a sound, but the others do not
label it. Annotator A label will thus be “D-call” and the other’s labels will be
“None”.

Eventually, an annotated event was defined as an overlapping event by the
following condition: if its midpoint fell within the time bounds of another an-
notation box Leroy et al. (2018). In the case where an annotator tagged two
overlapping events, chronological order is kept in order to find corresponding
labels for other annotators.

Table 2: Parameter description of the different APLOSE seed datasets.

Sample frequency (kHz) 2
Max — min display duration (s
/ Zoom level number o 320—~40/4

nfft (samples) 4096

winsize (samples) 2000
overlap (percent) 90
Gain (dB) 35

Filtering frequency band (Hz) [15-150]
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2.1.3. Annotation software

For this study we developed our own open source annotation software named
APLOSE. As it is a web-based annotation interface, APLOSE highly facilitates
the setting up of collaborative campaigns because no transfer data to each par-
ticipant is made as the data are on a server and it does not request that they
install the same annotation software. Besides that, APLOSE has been deployed
on the long term on dedicated web servers, and it now offers the capacity to
anybody of easily updating its annotation campaigns, including the one of this
current study.

2.1.4. Annotator profiles

A total of 6 annotators were enrolled in the campaign. We assume that
these raters were capable of identifying the two calls. They can be gathered
into 3 groups (cf Table 3): low-frequency whale sounds experts (annotators who
have already annotated several hours of low-frequency mysticete calls, especially
D-calls), bioacousticians (annotators who have already annotated several hours
of cetacean sounds but not D-calls) and neophytes (annotators with no expe-
rience in underwater sound annotations). The annotators were volunteers and
not compensated financially for their work. No quality check of the individual
annotations was performed for this campaign. In addition to these 6 annota-
tors, the annotations from the two DCLDE experts were used. However, only

one set of annotations is available, as they only kept the common annotations
(DCLDE_exp).

Table 3: Annotator profiles

Annotator Expertise level
DCLDE_exp | Expert

Al Bioacoustican
A2 Bioacoustican
A3 Expert

A4 Neophyte

A5 Bioacoustican
A6 Expert

2.2. Evaluation of inter-annotator agreement

Considering the difficulty of obtaining a “ground truth for underwater sound-
scape events, evaluation metrics rather qualify the relative level of agreement be-
tween annotators than the absolute annotator performance. The inter-annotator
assessment is performed using only pseudo-presence observations resulting from
the annotation process. In other words, only events annotated at least by one
annotator are taken into account in the agreement evaluation. The agreement
on pseudo-absence is not evaluated here.

To evaluate the inter-annotator agreement with our nominal data, the Fleiss
k score was computed (Fleiss, 1975; Zapf et al., 2016) as we considered all
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annotators as equally important. This metric corresponds to the proportion
of agreement corrected for chance, scaled from -1 to +1, with a negative value
indicating poorer than chance agreement, zero indicating exactly chance and
positive values indicating better than chance agreement. Chance agreement
happens when multiple annotators assign a similar label that is not directly
dictated by the data. It occurs when an annotator does not know which label
to give, and chooses one randomly. Mathematically, the Fleiss k score is defined
as (Fleiss, 1975) :

1 & 1 &
pi = W;Rij (Rij =1), pj= m;Rij (1)
R ) K ,
P:N;pi, Pe:j:1pj (2)
P— e
RFleiss = 1— pe (3)

where n is the number of annotations per sample, p;, the proportion of all
assignments which were to the j-th category, p;, the extent to which annotators
agree for the i-th subject, P the mean of the p;. If the annotators are in complete
agreement then x = 1. If there is no agreement among the annotators (other
than what would be expected by chance) then x < 0.

In order to compute the Fleiss x score for a specific call type, all annota-
tions for the call type to analyze are retrieved. Then if an annotator did not
annotate with the same label, or did not annotate the audio segment at all, the
label “None” is given for that annotator. As a consequence, for example, when
computing the Fleiss « score for D-calls, only two labels are possible: D-call or
None.

2.8. Potential sources of inter-annotator agreement variability

To explain the agreement variability, we investigated the impact of several
campaign factors on our inter-annotator agreement metrics.

2.8.1. Signal-to-Noise Ratio (SNR)

Signal-to-Noise Ratio (SNR) was computed as in Torterotot et al. (2019).
Audio files were passband filtered between 15Hz and 150Hz using a third-order
Butterworth filter. For each 5-minute audio file, the noise power level was com-
puted in the same frequency band, using the estimator presented in Socheleau
et al. (2015). Each event’s power level was then compared to the matching noise
power level of the file where it was identified. All values were then gathered in
4 categories of SNR: <= 0, (0, 5], (5, 10], >10.
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2.3.2. Annotation durations

All along the annotation campaign, the time that each annotator spent to
annotate each file was stored in the campaign log files. All retrieved durations
for a task were rounded and then divided in two categories of files: the ones
that contained at least one identified event and the others without any identified
event. When durations were higher than 20 minutes, we removed these values,
assuming that they correspond to a misuse of the annotation task (typically an
annotator going on a break while leaving apart an ongoing annotation task).

2.8.8. Annotation clustering

In order to better characterize annotator behaviors (Kairam and Heer, 2016),
the annotators were gathered into clusters using the Hamming distance (Ham-
ming, 1950) as a measure of the distance between their annotations. Hierar-
chical agglomerative clustering (HAC) method was used with the single linkage
method. Clusters were then formed from the computed hierarchical clustering
based on the cophenetic distance between annotators. The threshold was set to
0.09 meaning that annotators within the same cluster have less than 127 differ-
ent annotations. The threshold was set according to the minimum number of
40-Hz annotations (131). The multidimensional scaling was used to represent
the annotators by preserving their Hamming distance. All computations were
performed using Scikit-learn (Pedregosa et al., 2011).

3. Results

8.1. Quantitative evaluation of the inter-annotator agreement

3.1.1. Number of annotations

Fig. 2 shows the number of annotations per call type for each annotator. All
of the annotators labeled more D-calls than fin whale 40-Hz calls. DCLDE_exp
and A3 annotated about 700 D-calls, A2, A4 and A5 between 800 and 1000 and
Al and A6 more than 1000. For the 40-Hz call type, A4 identified more events
(almost 400) than the other annotators (about 200). The label “Unknown call”
was either used almost 200 times (by A2 and A6) or less than 50 times (A1, A3,
A4, A5).

8.1.2. Agreement metric

Fleiss k score reflects the reliability and agreement between annotators. For
D-calls, the Fleiss k score is around 0.4 showing a moderate agreement between
annotators. For fin whale 40-Hz calls, this value is close to 0, meaning that
annotators almost systematically disagreed on this label (see Fig. 3 left).

The average inter-annotator agreement slightly increases when the number
of annotators increases until reaching a plateau. (see Fig. 3 right). Standard
deviations of Fleiss « are higher when comparing the agreement between groups
of two people and decrease when the group size expands.

In the next section, we explore two categories of potential sources that can
influence the inter-annotator agreement. The first one refers to the dataset
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itself (e.g. call type, SNR) and the second refers to the annotator profile and
behavior.

3.2. Potential sources of inter-annotator agreement variability: from the dataset
perspective

3.2.1. Call signatures and class labels

We first investigated how the call type impacts the inter-annotator variabil-
ity. Fig. 4 shows that about 40% of the 1240 annotated D-calls were annotated
by all annotators, while less than 20% were annotated by only one annotator.
Most of the other D-calls were identified by at least two annotators (> 80%).
Over 782 annotated fin whale 40-Hz calls, only 1% were unanimously annotated
and more than 60% were annotated by only one annotator. The “Unknown”
label was used sparingly, but the annotators never used it to identify the same
event. 335 events were identified by at least one annotator as a D-call and by
at least another one annotator as a fin whale 40-Hz call. Among those, 61 were
identified by 6 annotators as a D-call and by only one as a fin whale 40-Hz call.

We propose a qualitative inspection of spectrograms that were marginally
labeled. Fig. 5 represents some spectrograms annotated by all annotators (on
the left) and by only one annotator (on the right). We chose to represent the
spectrograms as they were visualized on the annotation interface. It is clear
that events with salient acoustic features reached a more systematic consensus
than those with less energy occurring in noisier time periods.

100 of the “Unknown call” labels were annotated by two annotators or less
(Fig. 4). Some examples of labeled “Unknown calls” are represented in Fig. 6.
These events exhibit a shape close to both D-calls or fin whale 40-Hz calls, and
often occur in a noisy environment.

Finally, two examples of events that were annotated both as D-calls and fin
whale 40-Hz calls by different annotators are represented in Fig. 7. To attribute

11
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are represented in this figure as they appear in the APLOSE interface.

a label, they seem to focus either on the downsweep shape (similar to a D-call)
or on the part of the event with higher and shorter energy (similar to a fin whale
40-Hz call).

3.2.2. SNR

The SNR distribution is similar for the two call types, with a predominance
of low SNR calls (Fig. 8). More than 50% of the annotated D-calls and 48%
of the fin whale 40-Hz calls have an SNR between between 0 and 5 dB whereas
more than 10% of D-calls and 40-Hz calls have a SNR > 10 dB.

Fig. 9 displays the number of events annotated by only one annotator and by
all annotators as a function of SNR. The proportion of D-calls annotated by all
annotators increases as the SNR increases. The proportion of D-calls annotated
by one annotator is higher for negative SNR (up to 40%). For positive SNR, the
proportion of calls annotated by only one annotator remains steady at around
20%. The proportion of fin whale 40-Hz calls annotated by all annotators is
very scarce for all SNR bins.

Fig. 10 represent the Fleiss x scores regarding the SNR distribution for
D-calls. For D-calls, the Fleiss x ranges from 0.36 for low SNR to 0.52 for
high SNR. This means that agreement values are higher for high SNR D-calls.
Moreover, the standard error of the agreement decreases with higher SNR calls.

For fin whale 40-Hz calls, the Fleiss x ranges from about -0.05 for high SNR,
to 0.09 for low SNR. Consequently, the SNR does not seem to have an influence
on the Fleiss x for this call type.

Reliability did not appear to be to be significantly affected by the number
of annotators rating each audio segment (A values < 10-2), and these findings
are consistent across independent samples of annotators. However, despite the
small absolute range of A values, we can still describe the extent to which our
different inter-annotator agreement measure converges on a plateau-like region
above a certain number of annotators.

13
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In our experiments, a fast convergence towards this plateau was observed for
D-calls and high SNR values, in comparison to lower SNR values with the same
call type or when looking at values for the fin whale 40-Hz call type. These lower
convergences reveal more difficult annotation tasks where the inter-annotator
agreement will need an higher number of annotators to get stable.

3.8. Potential sources of inter-annotator agreement variability: regarding the
annotator profile and behavior

3.8.1. Annotation duration

Fig. 11 shows the average duration spent by each annotator to label each
5-minute file. It compares average duration for files containing at least one
annotation (in blue) versus files without any annotation (in orange) for each
annotator. Also, because completion time was not available for the DCLDE
experts we discarded them from this analysis. Overall, annotator A1 took longer
to annotate the files than the other annotators, with respective median values
of 100s and 40s. Unlike the other annotators, annotator A2 presents a few
upper outliers with durations smaller than 150s. In general, the annotators took
less time to annotate files they believed, mainly based on visual inspection, to
contain no calls. For files with identified events, the median duration was about
30s higher than for files with no event. Also, minimal values for event and noise
file are close ranging from 2s to 16s. However, annotator A1l still spends more
time than the other on these files.

3.3.2. Annotator profile

Fig. 12 represents the results of our cluster analysis, in which we did not
include the “Unknown call” label as it was not used by the DCLDE annotators.
No clusters can be observed even if DCLDE_exp, annotator A3 and annotator A4
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taken into account in both figures.

are close (Hamming distance < 0.2). Between DCLDE_exp and A3, the Ham-
ming distance was 0.15, meaning that they disagreed on about 212 annotations.
The disagreement was slightly greater between DCLDE_exp and A4 (Hamming
distance of 0.19 representing about 269 different annotations). However, the
Fleiss k scores were 0.7 and 0.63 revealing that a substantial inter-annotator
agreement was found for the DCLDE_exp with A3 and DCLDE _exp with A4
pairs respectively. Two expert annotators (DCLDE and annotator A3) but
also annotator A4 who is an amateur showed these substantial inter-annotator
agreements. Annotator A6 who is also an expert in blue whale D-calls shows a
divergent pattern from this group (DCLDE_exp, A3 and A4).

4. Discussion

Overall, our study brings further experimental evidence of inter-annotator
variability in the annotation process of non-stereotyped blue and fin whale calls
as already highlighted in previous works (Leroy et al., 2018). Although we ob-
served similar behaviour patterns between the annotators such as the number of
annotated D-calls and 40Hz calls (see Fig. 2), important discrepancies appeared
when in-depth analysis of the annotation results was carried out.

Two quantitative metrics were first used to assess inter-annotator variabil-
ity. The first one was the total number of annotated calls per annotator. This
number was highly dependent on the annotator, with a maximal difference of
321 and 233 for D-calls and fin whale 40-Hz calls respectively (cf Fig. 2), while
original DCLDE annotations reached a total of 719 and 156 calls respectively.
Second, the inter-annotator agreement score Fleiss k was computed, with values
around 0.4 and 0 for D-calls and fin whale 40-Hz calls respectively. Following
classical interpretation of this score (Landis and Koch, 1977), such values signif-
icantly reveal a medium to poor inter-annotator agreement. Also, theoretically,
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after a certain number of annotators, values should converge to a plateau-like
region on the maximal inter-annotator agreement score reachable for a spe-
cific collaborative annotation campaign (Fleiss, 1975). Although this law was
only partially verified experimentally in our study through the A Fleiss x score
(variations lower than 0.04, see Fig. 4), it can conceptually be used to estimate
the minimal number of annotators that guarantees a maximal inter-annotator
agreement, i.e. the highest annotation reliability one can expect from a given
collaborative annotation campaign.

As a consequence, we further investigated the potential causes of inter-
annotator variability. We first observed that this variability heavily depends
on the call type. Over 782 events labeled as fin whale 40-Hz calls by at least
one annotator, only 9 were labeled as fin whale 40-Hz calls by every annotator
(1%). For the D-calls, this percentage reaches about 40 % of the annotated D-
calls annotated by all annotators (cf Fig. 9). Furthermore, the “Unknown call”
category is the one that displays the highest differences between the annotators
with a ratio of 17 between the minimum and the maximum number of annotated
calls (cf Fig. 4). Such trends might be explained by the similarity between the
D-calls and fin whale 40-Hz call signatures, as also 305 samples were labeled
with both labels, which means that the annotator could not clearly distinguish
them.

The second cause that could explain the annotation differences between an-
notators is the salience of the calls, as partially measured by the SNR of the
annotated calls. As expected, the agreement increases with SNR for D-calls
as measured by the Fleiss x score (Fig. 10), confirming the highest ambiguity
between low SNR D-calls and noise. This was also observed for the detection of
Antarctic blue whale Z calls (Leroy et al., 2018) and right whale contact calls
(Urazghildiiev and Clark, 2007). This tendency was not observed for fin whale
40-Hz calls, for which the overall agreement (i.e. all SNR combined) is already
poor.

Eventually, we also monitored the annotation profile by measuring the du-
ration spent by each annotator on the annotation task (Fig. 11). The minimum
duration for someone to listen to each audio file is 80 seconds (duration of the
audio file 320 seconds divided by the maximum speed up ratio of 4, which has
been almost always used). Except for annotator A1l (> 100s), the others took
less than 80 seconds to annotate a file. Time spent on the annotation task re-
flects a certain behavior. For example, spending more time on the annotation
task reflects probably that an annotator is more cautious. Overall, it is also
interesting to note that the annotator profile does not correspond to annota-
tion duration time, contradicting the intuition that less experienced annotators
spend more time on each annotation display window.

The annotator profile is another source of inter-annotator variability inves-
tigated in this paper. Indeed, the results emphasized the subjectivity of the
annotation task, which is mainly based on perception, and interpretation of the
annotator. Especially, the “Unknown call” label may be more representative
of the annotator “personality”, as it reflects its overall level of confidence on
this task, while the two other call type labels are more directly to the con-
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crete skill of the annotator to discriminate both class independently from each
other and from the background. Leroy et al. (2018) highlighted the effect of the
annotator personality on their annotation “behavior”. Indeed, one annotator
annotated a lot of calls whereas the other tended to be more conservative and
annotated less calls showing that the labeling behavior is related to subjectivity.
Also, from our clustering analysis, we saw that an annotation pattern emerges
with the annotators DCLDE / A3 and A4. Both DCLDE and annotator A3
were experts in the 40-Hz and D-call sounds. More surprisingly, annotator A4
presents a closer annotation pattern to the DCLDE / A3 while he is an amateur
in underwater sounds. This confirms that even non-expert can provide high-
quality annotation labels, which has already been observed in other research
areas (Snow et al., 2008; Snel et al., 2012; Hantke et al., 2016). A similar result
is reported in Rogers (2003), who describes two categories of expert bioacous-
ticians. A splitter group tended to inventory each variant of a sound type as
different sound types whereas a lumper group tended to regroup variants into
single sound types.

Overall, these results have allowed us to identify a few guidelines on how
to set up an annotation campaign in marine bioacoustics. First, an annotation
campaign should involve more than one annotator, allowing for a minimal sanity
check that informs us on the difficulty level of the annotation task with respect
to the different call types to be annotated. In a machine learning context, it has
already been recognized that evaluating and comparing algorithm performance
on a poorly annotated dataset can lead to misinterpretations of their perfor-
mance?). The number of annotators required to obtain robust annotations may
vary with the difficulty of the task, but we suggest using at least two annotators,
as it was enough to figure that the agreement for the 40 Hz calls annotation task
waspoor. We realize that finding people willing to annotate acoustic data can
be complicated and our study highlights that the participation of non-experts
should not be excluded from underwater audio annotation. A second guideline
we could formulate would be to employ inter-annotator agreement scores like
Fleiss k, envisioned as a standard, objective and absolute measure of the reli-
ability of an annotation task, as well as of the minimal number of annotators
required to maximize this reliability through the A Fleiss x. This work focused
on two similar calls that are hard to discriminate. We believe that increasing the
number of sound types to identify might add confusion and ambiguity, especially
if these sound types have similar time-frequency features. To keep the annotator
focused on the task, we also recommend to set short duration annotation files.
Having an open-ended question (identification of time and frequency of whale
calls) makes it harder than having a closed task such as annotating a small audio
sample (max 10s long) with predefined labels. At the end of each annotation
campaign, a quality control Lee et al. (2018) could be set up with experts to
review labels that divide annotators. In that way, both annotator quality and

4See Summary / Concluding remarks in urlhttp://cetus.ucsd.edu/dclde/docs/pdfs/Wednesday /14-

Gillespie.pdf and https://www.onr.navy.mil/reports/FY13/mbgilles.pdf
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ground truth inference strategies for label aggregation such as weighted voting
could be determined. From our observations, it seems that annotators agree
more on high SNR calls. Depending on the type of bioacoustic study, detecting
only high vocalizations may be sufficient (i.e. to assess local presence of marine
mammals). It would therefore be interesting to test the performance of the
algorithms when they are trained only with high SNR calls vs when they are
trained with all SNR calls.

Based on our study we now stress the need to systematically perform inter-
annotation variability study prior to machine learning method development and
validation, all the more so due to the renewed interest for the DCLDE challenge
datasets (Socheleau and Samaran, 2018; Guilment et al., 2018; Shiu et al., 2020)
that should now act as reference datasets for our community. Going further in
this direction, we also champion the idea that such needs will require a new
generation of more collaborative open tools. Our web-based annotation tool
APLOSE (Nguyen Hong Duc et al., 2020), distributed freely to the community,
is a first step in this direction from our part.

To the best of our knowledge, our study is the first effort in better un-
derstanding variability sources in collaborative annotation campaigns in marine
bioacoustics, following preliminary works by Leroy et al. (2018). However, many
other sources of variability remain to be investigated. For example, Cartwright
et al. (2017) found that the complexity of a soundscape, in terms of number and
overlapping level of sound sources, might affect the agreement. The annotation
subjectivity can also arise from the annotator’s previous annotation experience.
For example, an expert and someone who sees a spectrogram for the first time
probability will not annotate the same way.

5. Conclusion

In this study, we presented a new annotator subjectivity dataset of two
cetacean call types. We have shown that the annotators in this dataset each
have a distinct labeling behavior such as the time spent to identify acoustic
events and their annotator profile. This last annotator characteristic showed
that even beginners in labeling audio datasets could have a similar labeling be-
havior to experts. Furthermore, disagreements between annotators depend on
the call type to annotate and their SNR. The large differences among annota-
tor behaviors show that subjectivity plays a key role in annotating underwater
sounds, which should be included into automatic classification systems of un-
derwater sounds.

As a perspective for future works, note that our annotation campaign can
still be joined by anybody, and the annotation results will be automatically
updated. New annotation contributions from the community would allow to
provide even stronger experimental evidence of our findings.
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