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Abstract—In this paper, we present a novel approach for radar automatic target recognition on inverse synthetic aperture radar (ISAR). This approach is composed by two complementary steps: feature extraction and recognition. For the feature extraction step, we adopt a statistical modeling of the ISAR image in the complex wavelet domain. For doing so, we apply the dual-tree complex wavelet transform (DT-CWT) for each ISAR image in the database. After that, the relative phases of the resulting complex coefficients are computed. These relative phases are after statistically modeled using the Von Mises distribution. The estimated statistical parameters compose the feature vector of the ISAR images. Regarding to the recognition rate, the constructed feature vector is fed into the sparse representation based classification (SRC). More precisely, the training feature vectors are used as the atoms of a dictionary. The test feature vector is recognized according to its sparse linear combination with the dictionary. Extensive experiments and comparisons with other methods on ISAR images database demonstrate the effectiveness of the proposed approach.
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I. INTRODUCTION

Automatic target recognition (ATR) using radar images is an ongoing research in several military and civilian fields. The ATR system aims to recognize radar targets based on various image and signal processing techniques. Among the exploited radar images in the literature, we distinguish the inverse synthetic aperture radar (ISAR) images. These latter are acquired by the motion of the targets and the electromagnetic scattering principle. Generally speaking, the ATR systems based on ISAR images include three complementary steps [1]: detection, discrimination and recognition. We focus in this paper to the two last steps.

Regarding to the feature extraction (discrimination), several methods are used in the literature to describe the ISAR images such as polar representation [1, 2, 3], Fourier descriptor [4] and the combination of the wavelet transform and local binary pattern [5]. Recently, the statistical modeling of the image in the complex wavelet domain has demonstrated its performance in different image processing fields such as image retrieval [6, 7], image classification [8] and target recognition in radar images [9, 10]. Generally, this approach of image characterization has three degree of freedoms: the choice of the complex wavelet decomposition, the type of the extraction information and the statistical models. This latter depends on the information extracted of the complex wavelet coefficients. Among these informations, we cite the magnitude, the relative phase, the real part and the imaginary part. In this work, we give a special attention to the relative phase information extracted from the DT-CWT coefficients. The relative phases are practically modeled in the literature using the circular models such as the Von Mises [7]. According to this model, we estimate the two statistical parameters for the relative phases of each complex subband. The concatenation of these statistical parameters for all produced complex subband leads to construct the feature vector of the ISAR image.

For the recognition task, many classification methods are exploited by the researchers for radar target recognition. We cite the K-nearest neighbor (KNN) [5, 4, 11], the support vector machine (SVM) [12] and the combination of these two classifiers with the neural network (NN) method [13]. Recently, the sparse representation based classification [14] method has proved its performance in different pattern recognition applications and it is extended also to the ATR systems based on synthetic aperture radar (SAR) images [15, 16] and ISAR images [9, 10]. We investigate in this paper the use of the relative phases statistical parameters in the complex wavelet domain as an input of the SRC classifier. The overall scheme of the proposed method is illustrated in Figure 1.

The remainder of this paper is organized as follows. We describe in section II the steps to extract the feature vectors from ISAR images. In section III, we give an overview of the SRC method. The experiment results are carried out in section IV to evaluate the proposed approach. Finally, the conclusion is provided in section V.

II. RELATIVE PHASE MODELING AND FEATURE EXTRACTION

A. Complex wavelet decomposition

In this work, we adopt the DT-CWT method [17] in order to generate the complex wavelet coefficients. This method is
propose by Kingsbyry to overcome the limit of the discrete wavelet transform (DWT) which is the reduced number of generated subbands (orientations). For a given level of decomposition, this method produces six subbands of six orientations: (+15°, +45°, +75°, −75°, −45° and −15°). Each subband is composed by different complex numbers and it is shift invariant. We study in this paper the relative phases of these complex numbers [18]. From each complex numbers $z = a + bi$, the phase $\phi$ can be calculated as follows:

$$\phi = \arctan \left( \frac{Im(z)}{Re(z)} \right) \quad (1)$$

Then the relative phase is computed as follows:

$$\theta = \phi_{SB_1} - \phi_{SB_2} \quad (2)$$

where $\phi_{SB_1}$ and $\phi_{SB_2}$ are the phases of two adjacent complex subbands.

**B. Statistical parameters estimation**

In order to capture the statistic behaviors of the relative phases in the complex wavelet domain, we propose to use the Von Mises distribution. The probability density function (pdf) of this distribution is described as follows:

$$f(\theta; \mu, v) = \frac{e^{v \cos(\theta - \mu)}}{2\pi I_0(v)} \quad (3)$$

with

- $\theta$ is the angular random variable which is the relative phase in our case
- $\mu$ represents the mean direction
- $v$ denotes the concentration parameter
- $I_0 = \frac{1}{\pi} \int_0^\pi e^{v \cos \theta} d\theta$ is the modified Bessel function

The Von Mises parameters ($\mu$ and $v$) are estimated according to the maximum likelihood methods [7].

Finally, the feature vector $FV$ of the ISAR images is composed by the Von Mises parameters in the complex wavelet domain:

$$FV = [\mu_i, v_i]_{1 \leq i \leq 6J} \quad (4)$$

where $J$ is the number of scales and $i$ the index of the complex subbands.

**III. RADAR TARGET RECOGNITION**

A. **Sparse representation based classification**

In this work, we propose to recognize the feature vector constructed in the previous step (Equation 4) using the SRC method. The first step of this method is the construction of a dictionary $A$. Each atom (column) of the dictionary is composed by the feature vectors (the Von Mises parameters) $FV$ of the training set:

$$A = [FV_1, ..., FV_n] \in \mathbb{R}^{m \times n} \quad (5)$$

where $n$ is the size of training radar images and $m$ is the dimension of the feature vector which equals to $2 \times 6 \times J$. This method classifies a test feature vector $y$ based on its sparse linear representation from the dictionary $A$:

$$y = Ax \quad (6)$$

with $x \in \mathbb{R}^n$ is a sparse vector. To obtain this vector, the following optimization problem should be solved:

$$\hat{x} = \min_{x} \|x\|_1 \text{ subject to } \|y - Ax\|_2 \leq \epsilon \quad (7)$$

where $\|x\|_1 = \sum_{i=1}^{n} |x_i|$ denotes the $l^1$–norm and $\epsilon$ is the allowed error tolerance. After finding the optimal solution $\hat{x}$, a characteristic function $\delta_i : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is computed that have all values to be zero except the coefficients corresponding to class $i$. Finally, the class of the test sample is the class that has the minimum reconstruction error:

$$\text{class}(y) = \min_i r_i(y) = \min_i \|y - \hat{y}_i\|_2 \quad (8)$$

$$= \min_i \|y - A\delta_i(\hat{x})\|_2$$
IV. EXPERIMENTAL RESULTS

A. Database description

In order to assess the performance of the proposed approach, we use ISAR images database. These radar images are acquired in an anechoic chamber using twelve reduced-scale (1/48) aircrafts (classes): Rafale, Harrier, F104, Tornado, A10, F117, F16, MIG29, F14, F18, F4 and F15. Each class is composed by 162 ISAR images of $256 \times 256$ grayscal pixels. To reconstruct them, the the inverse fast Fourier transform (IFFT) method [1] is adopted. Examples of the ISAR images contained in this database as well as its ground truth are illustrated in Figure 2.

![ISAR images database](image)

Fig. 2. Description of ISAR images database composed by twelve classes (aircraft targets). Beside each ISAR image, we display its ground truth.

B. Radar target recognition results

For each ISAR image in the database, we compute the feature vector composed by $6 \times J \times 2$ statistical parameters, where $J$ is the scale of the decomposition. After that, we conduct the hold-out cross validation in order to split the database to training and testing samples. For this end, we use several quotients of the database less than 50% to construct the training samples features. The remaining features vectors are considered as test samples. The training features are stacked together to build the dictionary. In the other words, the quotient of training samples affects the number of atom in the dictionary. For instance, by considering 40% of the database for train and remaining for test, we have $65 \times 12 = 780$ atoms in the dictionary (780 images in the training database) and $1944 - 780 = 1164$ images for testing. In order to make a fair comparison, the recognition rates are compared with two classification methods: KNN and SVM. We underline that we use the same descriptor for the different classifiers. The parameters of these classifiers are tuned empirically. Considering KNN, the number of neighbor equals to 5 ($K = 5$) is considered. Regarding to SVM, the linear function is used.

We record in the Table I, the comparison of different methods in term of recognition rates. From this table, many observations can be drawn:

- All classifiers are sensitive to the quotient of training samples (number of atoms in the dictionary). When this quotient increases, the recognition performance rise as well. For example, considering 3 levels of decomposition and SRC, the accuracies are 70.21%, 77.11%, 82.50% and 87.99% respectively for the quotients 10%, 20%, 30% and 40%.

- The increasing of the level of decomposition improves systematically the recognition rates. We underline here that three levels denote the concatenation of the feature vectors of the first, second and three levels of decomposition. For instance, by adopting a quotient of 40%, the recognition rates for SRC in one level, two levels and three levels are respectively 54.80%, 77.19% and 87.99%. Then, we have an improvement of 33, 13% between the first and the last levels.

- By considering the third levels and 40% of database for training, the three classifiers yield recognition rates grater than 74%. This result demonstrate that the statistical modeling of ISAR images phases in the complex wavelet domain is a suitable approach to describe the content of the ISAR images.

- The SRC method outperforms the KNN and SVM classifiers for all levels of decomposition and under all quotients of training samples. For example, in the third level and under the quotient 40%, the recognition rates of the KNN, SVM and SRC are respectively 78.64%, 74.36% and 87.99%. Then the SRC are 9.35% and 13.63% better in average than KNN and SVM. This improvement demonstrate the power of the combination of the proposed descriptor and the sparse classifier to recognize the ISAR images.

We illustrate in Figure 3 the confusion matrix using the proposed descriptor with the three classifiers: KNN, SVM and SRC. These confusion matrix is obtained on three level of decomposition and using 40% as a quotient of the training samples. The diagonal values of each confusion matrix represent the recognition rate per class which should be high, while the other values provides the misrecognition rate which must be low. The high misrecognition rate is given by SVM with 23.7% followed by KNN with 22.7% and SRC with 17.5%. For all ISAR images classes, the SRC leads to a recognition rate grater than 68%. The low recognition rate are provided by F4 target for all classifiers. This target is generally confused with Mig29 one that is due to the high similarity between its ground truth (see Figure 2). The SRC classifier provides the high overall recognition rates despite that it doesn’t achieve the high recognition rate for all classes.

V. CONCLUSION

We have investigated in this paper the use of the classification via sparse representation in the complex wavelet domain to recognize the aircraft targets on ISAR images. According to a statistical approach, the feature vector is constructed by modeling the ISAR image in the complex wavelet domain. For this end, the relative phases of the complex subband are modeled using the Von Mises and the estimated parameters are stacked together to build the feature vector. To reach the recognition, the sparse representation strategy are adopted. Extensive empirical comparisons are conducted with the KNN, SVM in ISAR image database. The simulation results show that the probabilistic properties of the ISAR images phases in the complex wavelet domain can achieve better performance especially combined by the SRC method. As future works, we aim to apply our approach on different radar images databases as well as the investigation of other statistical models.
<table>
<thead>
<tr>
<th>Levels of decomposition</th>
<th>1 Level</th>
<th>2 Levels</th>
<th>3 Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quotient of training samples</td>
<td>10%</td>
<td>20%</td>
<td>30%</td>
</tr>
<tr>
<td>KNN</td>
<td>43.37</td>
<td>30.42</td>
<td>53.60</td>
</tr>
<tr>
<td>SVM</td>
<td>52.13</td>
<td>22.02</td>
<td>36.47</td>
</tr>
<tr>
<td>SRC</td>
<td>46.48</td>
<td>51.44</td>
<td>53.68</td>
</tr>
</tbody>
</table>

Fig. 3. Confusion matrix of different methods: SRC, KNN and SVM.
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